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FIGURE 2.11

Decision line (a) for compact and (b) for noncompact classes. When classes are compact around
their mean values, the location of the hyperplane is rather insensitive to the values of P(w,) and
P(w>). This is not the case for noncompact classes, where a small movement of the hyperplane

to the right or to the left may be more critical.
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FIGURE 2.13
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Curves of (a) equal Euclidean distance and (b) equal Mahalanobis distance from the mean points
of each class. In the two-dimensional space, they are circles in the case of Euclidean distance
and ellipses in the case of Mahalanobis distance. Observe that in the latter case the decision
line is no longer orthogonal to the line segment joining the mean values. It turns according to

the shape of the ellipses.
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