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1. In a two-class one-dimensional problem, the pdfs are the Gaussians = N(O, 02) and
2
N(1,0 ) for the two classes, respectively. Show that the threshold X, minimizing the

average risk is equal to
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where A, = A__ = 0 has been assumed.
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2. (a) Consider a two equiprobable class, one-dimensional problem with samples distributed
according to the Rayleigh pdf in each class, that is,
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Compute the decision boundary point g(x) =

(b) If o, = 10 and o, = 2, calculate the corresponding decision boundary and plot a

rough sketch mentioning labels for both the classes along with the decision boundary.

3. Suppose that we have n independent observations X Xy X from an exponential

distribution whose density function is
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a. Define the likelihood of 8 and write out an expression for the likelihood L(8) of 6

b. Find the maximum likelihood estimate /9\ of 0.



4. Find the maximum likelihood estimate 0 of 0 for n independent observations from
Maxwell distribution whose density function is given by
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0 otherwise

5. The random variable x is normally distributed as N(u, 02) with p being the unknown
parameter described by the Rayleigh pdf
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Show that the maximum a posteriori probability estimate of  is given by
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where

6. Show that, for a two-dimensional multivariate Gaussian distribution, if the feature vectors
are mutually independent. It can be expressed as a multiplication of two univariate
Gaussian distributions.



